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1-Basics of Molecular Dynamics Simulations



•Theoretical methods that allow describing 
of macroscopic observations with the use of 
microscopic description of matter. 
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What is molecular modeling and simulation? 
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• Modeling the motion of a complex molecule 

by solving the wave functions of the various 

subatomic particles would be accurate…

• But it would also be very hard to program 

and take more computing power than 

anyone has!

Why Not Quantum Mechanics?
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The good news is 

“the development of multiscale models 
for complex chemical systems”

wins noble prize
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Computational chemistry and 
computational physics don’t always 
get the respect they deserve!

This is not one of those times, 
as the Royal Swedish Academy 
of Sciences has awarded the 
2013 Nobel Prize in Chemistry 
to three theoretical chemists

http://www.kva.se/en/
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MD can be used to pre-optimize structures for ab-initio 
simulation (multi-scale idea)

Not too expensive

There are many user-friendly codes that can be linked to each 
other
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Force Calculation

The force on an atom is determined by

: vector distance between 
atoms i and j

: potential function

: number of atoms in the system
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Born-Oppenheimer Approximation 

iR

Consider electron motion for fixed nuclei  (                             )

Assume total wavefunction as
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:  Nuclei wavefunction

:  Electron wavefunction 
parametrically depending on
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 +=
i

i

i

i
N U

M

P
H )(

2

2

R (approximated to classical motion)

Using Classical Potential



Classical Potential
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: Single particle potential  
Ex) external electric field, zero if no external force   
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: Pair potential only depending on 
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: Three-body potential with an angular dependence
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MD Potentials 



MD Potential parametrizations

Empirical Potential

functional form for the potential
fitting the parameters to experimental data
Ex) Lennard-Jones, Morse, Born-Mayer

Semi-empirical Potential

calculate the electronic wavefunction
for fixed atomic positions from QM
Ex) EAM, Glue Model, Tersoff

Ab-initio MD

direct QM calculation of electronic structure
Ex) Car-Parrinello using plane-wave psuedopotential
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Tersoff Potential

environment dependence without 
absolute minimum at the tetrahedral angle

The more neighbors, the weaker bondings

)()( ijattractiveijkijrepulsive rUbrUU +=

: environment-dependent parameter weakening the pair interaction when the
coordination number increases. It is a function that in Tersoff-type potentials depends
inversely on the number of bonds to the atom, the bond angles between sets of three
atoms, and optionally on the relative bond lengths.
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cluster-functional potential



Tersoff Potential
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Potential energy per bond, illustrating of how the value of the bond order in a 

Tersoff-type potential shifts the potential energy minimum.
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But the best force field does not exist!

The choice will depend on the type of molecular system 
and the type of properties we are interested in!

A standard FF:
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Temperature Control

Velocity Scaling

Scale velocities to the target T

Efficient, but limited by energy transfer

Larger system takes longer to equilibrate

Nose-Hoover thermostat

Fictitious degree of freedom is added

Produces canonical ensemble (NVT)

Unwanted kinetic effects from T oscillation
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Integration Method

Verlet Method

Better long-term energy conservation

Not for forces depending on the velocities

Finite difference method

Numerical approximation of the integral over time

Predictor-Corrector

Long-term energy drift (error is linear in time)

Good local energy conservation (minimal fluctuation)
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Velocity Verlet Method

From the initial          ,)(tir )(tiv

Obtain the positions and velocities at tt +

32



4t

t

1/20 of the nearest atom distance tr/

In practice                                             fs. 

Total MD time is limited to < 100 ns

Too long            :      energy is not conserved 
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MD Time Step
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Equilibration

• After initial setup or after change of parameters, system is out of equilibrium. i.e. its 
properties will not be stationary but drift, relax towards new equilibrium state

→ if we are interested in equilibrium, must wait for a number of
time steps to reach equilibrium before measuring observables

Normally, observable A(t) approaches equilibrium value A0 as

A(t) short time average to eliminate fluctuations)

What is          , i.e. how long do we have 
to wait? Hard to know a priori. 
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2-Simple Observables
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1. Looking at the atoms

Simplest analysis, reveals a lot about simulation
Looking at trajectories Ԧ𝑟𝑖(𝑡) or 𝑥𝑖 𝑦𝑖 , 𝑥𝑖 𝑧𝑖 gives information:
• How far does atom move during run?
• Are there collisions?

Looking at configuration of all atoms at fixed time (snapshot) 
gives info about structure (random vs ordered…)
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2. Statistical Quantities

• A(t) will fluctuate with t. Fluctuations are the 
stronger the smaller the system

• Thermodynamic behavior is represented by average:

• Measurement can only be started after equilibration
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a) Potential energy

b) Kinetic energy

→ Choice of time step : 
small enough to conserve energy to accuracy 10-4 ,
but large enough to allow for a sufficiently long simulation time

c) Total energy

• Should be conserved in Newton’s dynamics
• Energy conservation is a good check of the time integration
• Typically relative fluctuations of, say,  ∼10-4 are OK
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d) Temperature: derived quantity in MD simulation
in microcanonical (NVE) ensemble 
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e) Caloric curve E(T), specific heat 𝑐𝑣 =
𝜕𝐸

𝜕𝑇

1st order phase transition
ΔE latent heat
Examples: melting of ice, 

liquid water →vapor

OR:

• E(T) is continuous (no latent heat), but 
𝜕𝐸

𝜕𝑇
is discontinuous:

→ continuous phase transition (2nd order) 
Example: Curie point of iron

E(T) will have features at a phase transition

• E(T) has jump
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f) Mean-square displacement

Solid: atoms remain at positions, undergo vibrations
→ 〈Δr2〉 will saturate at a value of the order of 
(lattice constant)2

Contains information about diffusivity, 
distinguishes phases

Fluid:atoms can move freely
→ 〈Δr2〉 will saturate at a value of the order of 
(box size)2
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Distinguish two regimes:

(i) “no collisions (small box, low density)
• Mean free path λ (distance between collisions)

λ>>L
• Particles move ballistic, Δr∼t
• 〈Δr2〉∼t2 before saturation

(ii) “many collisions (large box, high density)
• Example: real gases at ambient conditions
• λ<<L
• Particles move diffusive
• 〈Δr2〉∼t before saturation
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g. Correlation functions:
• Relate the particle positions to each other
• Important quantities conceptually
• Directly related to scattering experiments
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Describes probability for finding particle at position       if 
another particle is at 0 (relative to uniform distribution).

Particles independent, uniformly distributed:

Any deviation from 1 describes correlations between particles!
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3-MD as a minimization method
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• So far, we have viewed molecular dynamics as a tool 
to simulate thermodynamic equilibrium

• Equilibration needs to be finished before 
measurements can begin

Now: 

• Look at equilibration for its own sake 
• Can be used as an optimization algorithm
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Minimization methods
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• At low temperatures, equilibration means finding states 
with the lowest energies

• Nontrivial problem, even for small particle numbers (see 
project 5)

Why?

• Energy landscape in complicated, with many local minima
• Conventional methods (e.g., steepest descent) get stuck 

in side minimum
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Simulated annealing:

• Computational algorithm that mimics annealing of a system 

1. Start from a random configuration of particles and 
a kinetic energy larger than the typical barriers

2. Perform MD simulation, but slightly reduce kinetic 
energy after each time step (multiply velocities by 
factor a < 1)

3. Repeat until kinetic energy (temperature) is below 
some threshold

4. The resulting configuration is (close to) the 
minimum energy configuration

In lammps: fix 1 water npt temp 300.0 0.01 100.0 iso 0.0 0.0 1000.0
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Remarks:

• Finding the global minimum is not guaranteed 

• You need to cool very slowly to give the system 
time to explore the configuration space and find 
the deepest and broadest minima 

• If you cool too quickly, system will end up in the 
closest local minimum rather than the global one 

• velocity scaling factor a needs to be close to 
unity, e.g., a=0.999
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3-MD prediction for 2D-ice structure vs ab-initio result 
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Experimentalists from Ulm and Manchester  team dropped one microlitre of water on to a sheet of 
graphene, and then placed a second graphene wafer on top, all at room temperature. As the water 
slowly evaporated, the graphene sheets were squeezed together until they were less than one 
nanometre apart, trapping pockets of water in the sandwich.
Transmission electron microscopy revealed that these pockets contained square ice. But in a layer of 
square ice, all the atoms lie in a flat plane with a right angle between each oxygen–hydrogen bond. 
Geim’s patches of square ice contained one, two or three of these layers, with oxygen atoms in adjacent 
layers sitting directly on top of one another!!

Two dimensional Ice!

Central Facility for Electron Microscopy, Group of Electron Microscopy of 
Materials Science, University of Ulm, 89081 Ulm, Germany

…. In contrast, the few-layer ice we report here 
corresponds  to 90° hydrogen bonding both within 
and between layers.



Pressure is in the order of GPa.
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AA-stacking or AB-stacking?
One can easily calculate that when the graphene sheets are separated by distances of less 
than 1 nm (as used in the experiment), then the van der Waals forces can easily generate 
pressures as high as 1 GPa. They also reported AA stacking (rather than AB-stacking) for the 
layers on top of each other where oxygen atoms in adjacent layers sitting directly on top of 
one another. This picture is bubble containing a droplet of water which has been shrinked
down to this size. 
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Other experimentalists proposed that the reported data can be better explained by NaCl contaminants precipiting
as nanocrystals in the dried out graphane and common oxide contaminants in graphene (i.e. SiO_2).

Later experimentalists also confirmed that they can not repeat the first experiment and probably the idea of NaCl
contaminants is correct.



Monolayer Ice
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There are neuromas number of classical MD simulations and DFT simulations that confirm the ordered phase of confined water.  
By decreasing the distance between two slab, a phase transition from liquid water to the crystalline ice 
was proposed. The new ice phase has a buckled structure with rhombic lattice.
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The authors focused on the phase transitions as a function of lateral pressure and 
confinement width at 0 K. The stable structures identified at different pressures include 
a hexagonal structure, a pentagonal Cairo tiling (CT) structure, a flat square structure, 
and a buckled rhombic structure, all obeying the Bernal-Fowler-Pauling ice rules.
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Minimum Energy Configuration

Flat, nonpolar, satisfying Ice rule , rhombic-square lattice

Using large-scale molecular dynamics simulations with the 
adoptable ReaxFF interatomic potential we found that flat
monolayer ice with a rhombic-square structure nucleates 
between the graphene layers which are nonpolar and nonferroelectric.
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